LaunchDarkly >

Taming the
Al-Driven
Software Tsunami

Kevin Holler
Enterprise Solutions Engineer




+ Al is shifting from novelty to necessity,

+ and it's expanding the risk surface
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31% of companies deploy 62% of Al-generated code contains Unpredictable errors
Al-generated code to production bugs No safety net
N / o / N /
A
4 ) 4 I
2, Triage <) Rollback
NS — -
67 % of devs spend more time Customer issue =
debugging Al code than they save Full rollback
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Sources: Tech Republic, Stack Overflow Dev Survey, The New Stack


https://www.techrepublic.com/article/generative-ai-enterprise-adoption-insights/
https://stackoverflow.blog/2025/07/29/developers-remain-willing-but-reluctant-to-use-ai-the-2025-developer-survey-results-are-here?utm_source=chatgpt.com
https://thenewstack.io/does-llm-write-performant-code-survey-says-no/#:~:text=%E2%80%9CWhat%20we%20found%20was%20shocking,Image%20via%20CodeFlash's%20blog.
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The Control Challenge

One bad release can impact millions
of users instantly.
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@ Decouple Deploys from Release

®
D e I Ive ry Deploy code continuously behind feature
flags, then release to users progressively
Practices
§3) Measure Impact in Real-time
Monitor user behaviour, system
0 r e ra performance, and KPIs as you release



Decouple deploys from releases
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Measure Impact
in Real-time

Flags / New Feature

Targeting Variations Reporting and analytics Settings

p Staging Production

Monitoring Default rule for regressions ...
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10% traffic of progressive rollout API Error

12,050 user contexts exposed

API Latency

No regressions

detected so far
Reservations

0.007
(0.004, 0.011)

12ms

(4ms, 25ms)

0.005

(0.002, 0.007)

View details




aaaaaaaaaaaa



