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What is a System?

e Elements or parts

e Interactions and
interconnections

® |n engineered
systems: A function




Complex Systems

e Non-linear interactions and
feedback loops

e Dynamic, have state and
history

e Hard to understand and
predict behaviour
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Systems Thinking

Tools for understanding and
working with complex systems as

wholes, rather than collections of HANDBOOK OF SYSTEMS
parts THINKING METHODS

Paul M, Salmon, Neville A, Stanton

Working with whole systems is what i Gl iodbiproy S
we do at Staff+ level: make them

better, simpler, more reliable, more
efficient.







Energy Barriers Perspective

Prevent uncontrolled transfer of energy:

e Prevent build-up of harmful energy (avoid driving vehicles)

e Reduce amount of energy (speed limits, smaller vehicles,
traffic calming)

e Control release of energy (install ABS, inspect tyres,
straighten dangerous bends)

e Modify how energy is distributed (crumple zones, seatbelts)

e Separate potential victims from energy (build footpaths,
barriers)

e Limit or mitigate damage to potential victims (first aid,
emergency medicine, rehabilitation)




That one time Google
deleted its entire CDN

e Engineerintended to decommission one
rack

e CLIltool used couldn’t parse input; by
default decided to delete every rack

e Deletion was almost instant - logical
deletion by throwing away encryption
keys




Energy Barriers Perspective: Applied to CDN
deletion incident

Prevent: don’t decommission CDN machines (not feasible)

e Reduce: ratelimit how many CDN machines can be decommissioned

e Control: tools should give clear feedback to operators about how many
machines will be decommissioned

e Modify: instead of instant irrevocable logical deletion, provide a time-limited
‘undo’ function to recover keys

e Separate: build ‘zones’ in your infra and require a different role to be assumed
to perform deletions in each zone

e Mitigate: build automation to rebuild CDN machines more quickly,
loadshedding to protect origins
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Figure 1-3 Causal-loop diagram of several important feedback loops in World3 r




My Little Distributed Filesystem

replicaChecker ()
while true {
for each block 1n filesystem.GetAllBlocks () {
1f block.replicasHeartbeatedOK() < minReplicas {

block.StartCopyNewReplica ()
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Describing Systems: Hierarchical Task
Analysis

e Decompose systems into goals, subgoals,
operations, and plans

e \ery flexible way to describe systems, including
machine and human parts

e HTA descriptions are inputs to other systems
analysis techniques



Distributed File System:
Serve User Requests
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Ensure sufficient disk space
available
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Long-tgrm , Alert if > 90%
capacity Reject writes Clean up disk space Other plans... Other plans... Other plans
planning if system disks deleted files utilisation

are full

Other subgoals ...




Reject writes
if system disks
are full

1. Get set of
machines that are
part of the system

1.1 Read service
catalog system to list
machines in file
services

2. Add up the sum
of reserved disk

space for distributed
ES

2.1 For each
machine, get total
disk space reserved
for distributed FS

1

3. Add up the sum
disk space used by
distributed FS

3.1 For each
machine, get space
currently used by

distributed FS

3.2 Add up size of
every file currently
stored on machine
by distributed FS

4. Compute
available space by
subtracting used

disk space from




EAST-BL: Event Analysis of Systemic
Teamwork - Broken Links

e Starts with a HTA
e \What would happen if each link were broken?
o Not necessarily broken network connectivity:
we mean inability to do the needed
coordination
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Engineering a Safer World Thinking in Systems

Donella H. Meadows

Nancy G. Leveson

HANDBOOK OF SYSTEMS
THINKING METHODS



Open Learn Home Free courses Subjects For Study For Life Help

Free course — | Free statement
= | of participation

Mastering systems thinking in ot gomnlailon
practice
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“Answers are easy. It's asking the
right questions which is hard.”

— The Doctor

Find me at: laura.nolan@gmail.com

For more on Stanza load management and isol:
https://www.stanza.systems/contact
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