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ETHICS IN AI

M A R I A  G O M E Z  A G U I R R E
P R I YA N K A  S YA L
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LLM IS A NEW PARADIGM FOR BUILDING AI 
SYSTEMS

10M

TIME

POWER (MODEL’S PARAMETERS)

Machine 
learning

Deep 
learning

GPT-3

Large pre-trained (foundational) models
Language, image, code, multi-modal

Present201020001970

10K
1K

175B

As of Nov 2023

GPT-4
1.8T1

1. https://the-decoder.com/gpt-4-architecture-datasets-costs-and-more-leaked/
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~  5  D AY S ~  7 5  D AY S ~  1 5 0  D AY S

GENAI HAS WITNESSED UNPRECEDENTED LEVELS OF 
ADOPTION BY CONSUMERS
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ECOSYSTEM IS 
COMPLEX AND 
GROWING

Source: https://www.sequoiacap.com/article/generative-ai-act-two/
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AI HAS BEEN USED WITH GREAT SUCCESS …
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AI HAS BEEN USED WITH GREAT SUCCESS …
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… BUT IT CAN ALSO HAVE A NEGATIVE IMPACT
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WHY SHOULD WE CARE?

• We are building more and more AI 

products

• Regulators are still trying to play catch-

up

• We need to think about the human 

impact of our work as engineering 

community

Image source: DALL·E 3
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On-going 
maintenance

Development

THERE ARE TOOLS 
AND PRACTICES 
WE CAN APPLY IN 
EVERY STEP OF 
THE SDLC
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On-going 
maintenance

Development

THERE ARE TOOLS 
AND PRACTICES 
WE CAN APPLY IN 
EVERY STEP OF 
THE SDLC
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PLANNING & REQUIREMENTS ANALYSIS

E t h ic a l  
r e q u i r e m e n t s  
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PLANNING & REQUIREMENTS ANALYSIS

E t h ic a l  
r e q u i r e m e n t s  

N e w  c a p a b i l i t ie s  
a n d  s k i l l s

▪ Technical (ie MLOps, AgentOps)

▪ Non-technical (ie Social science, 
regulatory knowledge)

I s  t h i s  F O MO ?
Image source: DALL·E 3



13

PLANNING & REQUIREMENTS ANALYSIS

I s  t h i s  F O MO ?

Do you have 
consent from 

data’s 
owners?

Yes

Foundation 
model

Do you need 
to pre-train 

/ fine-tune?2 

Yes

Does the use 
case fall into 

a highly 
regulated 
industry?

Fine-tuned with 
proprietary data

Custom 
model

No

Yes

No Yes

Do the AI 
benefits 

outweigh the 
ethical risks?

NoNo

Yes
Does your 

use case fit 

an AI 
solution?

No

Non-AI 
product
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DESIGN

C o n s id e r  t h e  
d i s r u p t e d
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DESIGN

C o n s id e r  t h e  
d i s r u p t e d

E n ga g e  e n d  u s e rs  
f ro m  t h e  s t a r t
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DESIGN

C o n s id e r  t h e  
d i s r u p t e d

E n ga g e  e n d  u s e rs  
f ro m  t h e  s t a r t

D e s ig n  fo r  
e x p la in ab i l i t y  &   
t ran s p ar e n c y
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Tran s p ar e n c y

DEVELOPMENT

What’s the minimum amount of data needed?
What is the new use of the user data?
How can users opt out?

Source: https://www.honeycomb.io/blog/llms-demand-observability-driven-development; https://github.com/NVIDIA/NeMo-Guardrails/blob/main/docs/README.md

https://www.honeycomb.io/blog/llms-demand-observability-driven-development
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Tran s p ar e n c y

DEVELOPMENT

A u t h e n t ic i t y

What’s the minimum amount of data needed?
What is the new use of the user data?
How can users opt out?

Source: https://www.honeycomb.io/blog/llms-demand-observability-driven-development; https://github.com/NVIDIA/NeMo-Guardrails/blob/main/docs/README.md

Guardrails tools

Azure AI Content Safety
ChatGPT Question Filter
NeMo Guardrails

https://www.honeycomb.io/blog/llms-demand-observability-driven-development
https://azure.microsoft.com/en-us/products/ai-services/ai-content-safety
https://github.com/derwiki/llm-prompt-injection-filtering
https://github.com/NVIDIA/NeMo-Guardrails/tree/main
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Tran s p ar e n c y

DEVELOPMENT

A u t h e n t ic i t y

O b s e r vab i l i t y

What’s the minimum amount of data needed?
What is the new use of the user data?
How can users opt out?

Source: https://www.honeycomb.io/blog/llms-demand-observability-driven-development; https://github.com/NVIDIA/NeMo-Guardrails/blob/main/docs/README.md

Guardrails tools

Azure AI Content Safety
ChatGPT Question Filter
NeMo Guardrails

https://www.honeycomb.io/blog/llms-demand-observability-driven-development
https://azure.microsoft.com/en-us/products/ai-services/ai-content-safety
https://github.com/derwiki/llm-prompt-injection-filtering
https://github.com/NVIDIA/NeMo-Guardrails/tree/main
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Tran s p ar e n c y

DEVELOPMENT

A u t h e n t ic i t y

O b s e r vab i l i t y

Source: https://www.honeycomb.io/blog/llms-demand-observability-driven-development; https://github.com/NVIDIA/NeMo-Guardrails/blob/main/docs/README.md

Identify and mitigate limitations of 

models & datasets 

https://www.honeycomb.io/blog/llms-demand-observability-driven-development
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TESTING

Bias  an d  
au t h e n t ic i t y

Source: https://blog.google/technology/ai/google-responsible-generative-ai-best-practices/; https://owasp.org/www-project-top-10-for-large-language-model-applications/

AIF360

https://blog.google/technology/ai/google-responsible-generative-ai-best-practices/
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TESTING

Bias  an d  
au t h e n t ic i t y

C o r r e c t n e s s

Source: https://blog.google/technology/ai/google-responsible-generative-ai-best-practices/; https://owasp.org/www-project-top-10-for-large-language-model-applications/

AIF360

https://blog.google/technology/ai/google-responsible-generative-ai-best-practices/
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TESTING

Bias  an d  
au t h e n t ic i t y

C o r r e c t n e s s Ro b u s t n e s s

Source: https://blog.google/technology/ai/google-responsible-generative-ai-best-practices/; https://owasp.org/www-project-top-10-for-large-language-model-applications/

AIF360

https://blog.google/technology/ai/google-responsible-generative-ai-best-practices/
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S e c u r i t y  an d  d at a  p r ivac y  b e s t  

p rac t i c e s

DEPLOYMENT & ROLL OUT

S t ag e d  ro l lo u t s

Source: https://www.gocd.org/2017/08/15/canary-releases/, https://cloud.google.com/solutions/best-practices-compute-engine-region-selection

 

   

        

              

        
           
         

                 

        

              

        
           
         

              

        

              

        

           
         

                  

      
   

                  

                  

               

         

       

                  

         

       

         

       

https://www.gocd.org/2017/08/15/canary-releases/
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MAINTENANCE

A l ig n Me a s u r e Iterate
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MAINTENANCE

Me as u r e

Model quality

Authenticity / Correctness 
Rate

Safety Score

Biased responses

System quality

Data relevance

Business impact

User satisfaction
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On-going 
maintenance

Development

Define ethical 
requirements

Build for authenticity 
and observability 

Design for 
transparency

Test for bias, 
correctness and 
robustness

Align with privacy and 
security best practices

Measure key 
ethical metrics
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• Regulations are behind technology. Go 

beyond them 

• It is our responsibility to adapt and act

• You won’t make it 100% right but you 

can make better

On-going 
maintenance

Development
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THANK YOU!

M A R I A  G O M E Z  A G U I R R E  @ m a r i a s c a n d e l l a
P R I YA N K A  S YA L

L e a d D e v B e r l i n  - D e c  5 t h 2 0 2 3
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